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Introduction

Winning the Nobel Prize is a unique and marvelous experience that no one can prepare for or in any way know what to expect. The instantaneous transformation from an ordinary human, toiling away to solve the problems that come before us, into being a symbol, a celebrity, is a remarkable phenomenon. On the one hand, a mature person is likely to be pretty happy with the way they have been living until the moment of transformation and thus wants things to continue as they were before. On the other hand, any scientist appreciates just how important role models were for their entire career and thus wants to continue the tradition and be just such an example for future generations. This is a quandary that is with me now and is likely to require decades to solve.

The Nobel Lecture is different from other lectures in that it combines past, present, and future and is given to a diverse audience ranging from the interested school child to the expert colleague. Writing such a lecture down tends to follow the centuries-long tradition of scientific paper writing that can miss some of the freshness of the actual lecture. Faced with the challenge, I have decided to base this written lecture closely on my Nobel talk, using the slides as the Figures. The main text provides a simple narrative, while the figure legends facilitate more-specific comments and discussions.

Stand on the Shoulders of Giants

An obvious requirement for doing ground-breaking work that comes to fruition decades later—Nobel-Prize-winning research—is to start off on high ground and climb onto the shoulders of giants so as to see as far as possible into the future. In my case, these giants had discovered a new way to think about all of biology, a way that lent itself to computer modeling on many scales.

Francis Crick (Figure 1) was easy to appreciate as being a brilliant scientist with a passion for science and indeed life in general. Thinking back to my earliest memories of our encounters, I cannot help but be impressed by the fact that he owned a fancy sports car, a yellow Lotus Elan. What I think was most surprising about this is how it enabled me as a 21 year boy to relate to the obvious boy in him.

A few years after Crick and Watson solved the structure of DNA, John Kendrew (Figure 2) determined the three-dimensional structure of a protein, in this case myoglobin isolated from whale muscle, readily available back then. The approaches of Crick and Kendrew to determining the three-dimensional structure of DNA that proved to be sufficiently correct so as to explain how genetic information is kept error-free when copied. Their ability to combine partial data from many source to give a correct answer seemed like magic.[1, 2] It provided a paradigm that all non-experimental theoretical structural biologists would aim to imitate for the next 60 years.
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dimensional shapes of biomolecules could not have been more different. Kendrew replaced Crick and Watson’s brilliant inspiration with a painstaking method, which could be applied to any protein that could be crystallized. The method was invented by Kendrew’s PhD supervisor, Max Perutz (Figure 3), who also supervised Francis Crick and was the leader of the lab where they all worked together in Cambridge. The method, known as Heavy Atom Replacement,[5] is what made crystallographic protein structure determination possible and applicable broadly. For this Perutz shared the 1962 Nobel Prize in Chemistry with Kendrew and their work led to the explosive growth of protein three-dimensional structures from one structure in 1959 to almost one hundred thousand structures today, 55 years later.

Another important influence on my career was the biophysicist David Phillips from Oxford. He solved the first enzyme structure, that of the protein lysozyme, in 1966, and like Kendrew published this in *Scientific American*, a highly desirable journal with its color figures (Figure 4). Lysozyme is an enzyme, a protein that can catalyze
a reaction, the cleavage of the sugar chains that provide the armor around bacteria. Together with myoglobin, lysozyme features prominently in setting the stage for the future of computation in structural biology (see below).

Another giant of that period on whose shoulders we stood and still stand is Linus Pauling, who in 1951 correctly predicted the structure of the α-helix and the β-sheet, the two major modules reused in many different protein structures. I did not know Pauling until much later, but in 1990 did have the pleasure and privilege of lecturing to him about the simulation of α-helix dynamics in water and showing him a movie of how the α-helix comes apart at high temperature.

The Birth of Computational Structural Biology

In 1967, there were two seemingly different raging torrents of scientific discovery and technological advances. Scientific discovery had revealed the X-ray structures of myoglobin (Figure 2) and lysozyme (Figure 4), which showed that the molecules carrying out all the key functions of living systems have incredibly complicated structures. Their detail is not something baroque or incidental, rather it is essential for carrying out crucial biological functions. Technological advances had shown that computers could be flexibly programmed to carry out all manner of calculations. These machines were just becoming commercial and developments were proceeding rapidly. Computational structural biology was born when these two torrents joined in a huge and powerful stream that is still propelling the field forward almost 50 years later.

Like many interesting events in history this occurred by a rare coming together of three individuals with very different talents, backgrounds, and approaches. Even more remarkable, another individual was responsible for this meeting and planned it carefully. It started with a philosophical idea concerning the nature of the model used to represent a molecule. The man who had this idea was Shneior Lifson, a professor of Chemical Physics at the Weizmann Institute in Rehovot, Israel. He argued that the energy function and its first derivative, the force field, had to be consistent. This meant that there should be a small number of atom types for each element and that the energy parameters should not depend on the local environment of the atom. For example, there could be two types of carbon, aromatic and aliphatic, but once this distinction had been made, the same parameters should define the energy of the carbon atom. This consistency means that there is a small number of parameters and that these parameters are transferable from one situation to another.

Implementing this idea was not simple. One needed to first compute diverse properties of small molecules including their geometry, their strain energy, and their vibration frequencies, next compare these calculated values with the corresponding measured experimental values, and then finally change the parameters to get the best agreement between calculated and measured properties. The implementation was designed by the second person, Arieh Warshel, Lifson’s PhD student, who also decided which systems to study and which properties to calculate. I arrived on the scene in October 1967 aged 20 and just as this work was gearing up (Figure 5). My initial role as the third person was to use their computer program, writing a program to calculate the potential energy, its first derivative, the force vector, and its second derivative, the curvature of the energy surface.

This occurred remarkably quickly and within six months useful calculations were being run on the very powerful Golem A computer at the Weizmann Institute. Golem A was a home-built, second-generation machine that followed on from the Weizac built in the mid 1950s using the architecture developed by John von Neumann at the Institute for Advanced Study in Princeton. The Golem A was in operation from 1964 to 1974 and had a memory capacity of 32 768 words of 75 bits (ca. 300 000 bytes). It was programmed in the FORTRAN language with programs written on punched cards.

One man, John Kendrew brought this unlikely trio (Lifson, Warshel, and Levitt) together and he did it with remarkable foresight. As mentioned above and in Figure 2, Kendrew shared the 1962 Nobel Prize in Chemistry with Max Perutz. About a year later, Kendrew delivered a series of lectures on BBC television (Figure 6) that caught my attention as a 17 year old boy just arrived in London. The new discoveries in what was termed “molecular biology” were so exciting that I decided to study Physics at King’s college in
Four (H, C, N, O) atom types that occur commonly in amino acids determined energy parameters for only two (H and C) of the amino acids in their parameter determination, and indeed had realized that although Lifson and Warshel had not included Relying on the transferability of the energy parameters, I can be used to compute all the properties of any molecular energy function of a molecule (Figure 7) is very powerful as it does not use quantum mechanics and also because it relies on a classical description of the molecule as a collection of balls connected by springs. The terms shown here have been used with little alteration since 1970. They account for bond stretching and bond angle bending as harmonic springs. Both degrees of freedom $b$ and $\theta$ have an equilibrium value given by the energy parameters $K_b$ and $K_\theta$, respectively. The potential energy of a single bond or bond angle increases if the bond (or angle) is compressed or extended. The stiffness of the spring is given by other energy parameters, $K_b$ and $K_\theta$. The other energy terms are a little more complicated but they follow the simple bond and angle terms in that they depend on the types of interacting atoms and each interaction contributes to the total potential energy in a simple additive fashion. Different terms use different energy parameters, which must be determined by least-squares refinement of calculated molecular properties against those observed. Lifson and Warshel started this process in 1968 and it is still used to refine the most-modern classical molecular potential energy functions. The newest force fields are based on high-order quantum calculations\cite{10} rather than experimental data.

London, home to Maurice Wilkins, who shared the 1962 Nobel Prize with Crick and Watson, and where there was a third-year biophysics option. In 1967, towards the end of my BSc degree I applied to Kendrew and Perutz to do a PhD at the Medical Research Council Laboratory of Molecular Biology in Cambridge but they turned me down for lack of space. Persuaded by friends (who went on to be very successful businessmen), I asked to be considered for 1968. This time they invited me for an interview but their decision to consider me in 1968 left me at a loose end. Again my friends worked on me and I drove up to Cambridge, accosted Max Perutz in the corridor, and when he agreed to discuss my case with Kendrew, I beat a hasty retreat. I was overjoyed when I heard few days later that I had definitely been accepted for 1968. Kendrew went on to insist that I spent the intervening year with Lifson at the Weizmann Institute, and ending with “The WAY AHEAD” (on March 7, 1964).

The consistent force field description of the potential energy function of a molecule (Figure 7) is very powerful as it can be used to compute all the properties of any molecular system by a combination of the methods shown in Figure 8. Relying on the transferability of the energy parameters, I realized that although Lifson and Warshel had not included amino acids in their parameter determination, and indeed had determined energy parameters for only two (H and C) of the four (H, C, N, O) atom types that occur commonly in amino acids, their methods could be extended. This made me start to do calculations on protein molecules that had many hundreds of atoms compared to the few tens of atoms in the molecules studied by Warshel and Lifson. My idea was to energy-minimize the atomic structure of an entire protein by moving the atoms in Cartesian coordinates ($x, y, z$). Such a calculation was feasible even though the Golem A had so little memory because one did not require first derivatives for energy minimization: it was sufficient to follow the forces downhill by a method called steepest descents. Consider a small molecule with 30 atoms. Its second-derivative matrix requires $(3 \times 30)^2 / 2 = 4050$ memory words. This space suffices for the first-derivative vector of a protein with 1350 atoms, more than enough for lysozyme with 964 heavy atoms or myoglobin with 1120 heavy atoms.

The issue was where to get the X-ray-determined atomic coordinates for these two proteins. Fortunately, Prof. Nathan Sharon and his PhD student Yuval Eshdat had obtained printouts of the coordinates of these proteins from David Phillips and John Kendrew, respectively, so that they could build a brass-wire model with what are known as Watson–Kendrew components. I had volunteered to help Yuval build the model of lysozyme (Figure 9). This allowed me to get the printout typed onto punched cards and then run the first
energy minimization on an entire protein structure (Figure 10).

This was the start of the multiscale modeling of complex macromolecules recognized by the Nobel Committee for Chemistry. The key problem was one of simplification as attributed to Einstein (Figure 11). Our calculations had to be

Figure 8. Given the potential energy function of any molecular system, all static, dynamic, and thermodynamic properties can be calculated by simple methods. Energy Minimization (EM) is simplest in that one moves over the energy surface (illustrated in one and two dimensions) to reach a local minimum, where all net forces on every atom are zero and the system is at equilibrium. Normal Mode Dynamics (NMD) focuses on the energy surface around the minimum, where the surface is basin-like and the system will vibrate about the equilibrium following an analytical path. Molecular Dynamics (MD) is a more general method for simulating molecular motion that does not depend on being in an energy basin. Algorithmically, it is a simple variant of energy minimization. The conformation is changed to follow the net forces towards a local minimum; the loss of potential energy is converted into kinetic energy, which gives every atom a velocity to allow it to move over energy barriers. While the three methods EM, NMD, and MD, all arose centuries ago, the forth method known as Monte Carlo (MC) is much more recent, originating as it did with the simulation of neutron diffusion in hydrogen bombs. It is the simplest but also the most generally applicable method (see Figure 14).

Figure 9. As seen in Figures 2 and 3, the physical models of the first protein structures were built from brass components, known as Kendrew Models. In 1968, together with Yuval Eshdat, I built such a model of hen egg white lysozyme using coordinates determined by David Phillips (Figure 4) and sent on a computer printout to Nathan Sharon, Yuval’s PhD supervisor. Such manual modeling was slow and difficult but it provided me the impetus to do the first energy calculations on an entire protein (Figure 10).

Figure 10. Steepest-descent energy minimization was used to move all non-hydrogen atoms of the two proteins myoglobin and lysozyme by changing their Cartesian coordinates. This reduced the net forces and moved the structure towards an equilibrium. Note how a restraint on atom positions was used to correct for limitations of the energy function, principally the omission of the Coulombic electrostatic term. Our paper[11] reports 50 steps of minimization, which is totally trivial by today’s standards; these 50 steps took about 1000 seconds on the Golem A computer. The same calculation of forces used for energy minimization could also be used to simulate molecular dynamics (Figure 8), which had previously been applied by Annesur Rahman to liquid argon[12] and then together with Frank Stillinger to much more complicated liquid water.[13]

Figure 11. Key to useful multiscale models is proper simplification of the complex chemical systems under study. In our work, simplicity was needed for three reasons. Firstly, the calculations had to be feasible with the very limited computational resources available to us on the Golem A, one of the most powerful computers in the world in 1967. Secondly, parameterization had to be feasible with a small number of parameters and transferable atom types (see text). Thirdly, the conformational space associated with the model needed to be simple enough so as to allow adequate exploration of different structures.
simple if they were to run in reasonable time but they had to still provide useful results. The first energy minimization of a protein with all heavy atoms published in 1969 was followed in 1975 by a model that simplified the structure to have just one interaction center per residue (Figure 12). This enabled us to fold up an extended polypeptide chain in the first simulation of protein folding.[14,15] The methods used on these simpler systems were actually more complicated changing as they did the torsion angles as Scheraga and Gibson had pioneered[16] and also using normal modes to calculate low-energy paths out of the local minima. The trajectory was then continued by fitting the local minimum energy basin by an analytical function and using it to predict how to jump out of the minimum with least increase in energy. 1000 cycles took 600 s on an IBM 370/165 computer.

The next use of multiscale models depended on Arieh Warshel’s knowledge of quantum mechanics (Figure 13) and led to the QM/MM method that Arieh has continued to improve. Over the next decade, together with Ruth Sharon, we developed a model for a protein with all atoms in a box of one interaction center per amino acid residue. Torsion angles were varied to reduce the number of degrees of freedom by about 30-fold and cut the time to compute a single energy value about 100-fold. Energy minimization converged to a true local minimum. The trajectory was then continued by fitting the local minimum energy basin by an analytical function and using it to predict how to jump out of the minimum with least increase in energy. 1000 cycles took 600 s on an IBM 370/165 computer.

RNA, secondary-structure prediction and analysis of structural patterns in globular proteins.

Present: Multiscale Dynamics of Huge Systems

Much of biology is now seen to be driven by large molecular machines consisting of hundreds of thousands of atoms. Unlike smaller globular proteins, these machines are complexes of many different protein chains and have moving parts and fixed parts just like the machines we are familiar with from the world around us. Studying these systems by the same sort of atom-based molecular dynamics is impractical as 1000000 atoms are defined by 300000 Cartesian coordinates and 1000000000 iterations would be needed to simulate just 1 microsecond (simulation time-steps are typical 1 femtosecond apart). Even if the calculations could be done, analysis would mandate some sort of simplification. Simplification can be done in two ways. Firstly, keep the same degrees of freedom but reduce the number of interacting centers. This is like what we did for our coarse-grained model (Figure 12). Secondly, keep the same interaction centers—the atoms—but move them with collective degrees of freedom rather than atomic Cartesian coordinates. Both tricks can be combined as we did for the simulation of protein folding (Figure 12). The same sort of shortcuts are used in modern studies of the dynamics of large molecular machines. Herein we illustrate this with three examples.

RNA polymerase II is an essential macromolecular machine transcribing the library copy of DNA in the cell nucleus to a working copy of RNA to be used for protein
synthesis and in its own right as functional RNA of different types. This enzyme has been studied extensively by my close friend and colleague, Prof. Roger Kornberg, who characterized the system, purified it and solved the detailed three-dimensional structure of the complex in action. After he won the Nobel Prize for Chemistry in 2006, many in my group wanted to collaborate with him and his group (we are in the same tiny department at Stanford). For me the attraction was that this is a large molecular complex but also one where a close colleague has immense knowledge about all aspects of the system. RNA PolII is a large system with 10 protein chains, the DNA template strand, and the growing RNA chain. It is also a machine with fixed and moving parts.

Working with Prof. Xuhui Huang, then a postdoc and now faculty at Hong Kong University, we set up the system in a huge box of explicit water molecules (Figure 16). We then ran many independent relatively short molecular dynamics simulations starting from conformations generated by morphing the structure along a path between end-points that characterize its biological function. Then we used the Markov State Model or MSM model to cluster the conformations along the trajectories into “states”. If we observed a transition between two states they were linked to form a graph of states. Long-time-scale motion is then simulated by randomly jumping from one connected state to the next. This is beautifully illustrated in the movie made by Dr. Daniel Silva working with Prof. Huang and is from a paper now published.

The second project involved an even larger system, the complete ribosome (Figure 17), whose structure won the 2010 Nobel Prize for Chemistry for Ramakrishnan, Steitz, and Yonath. The as yet unpublished work was done with Jenelle Bray and Junjie Zhang, two recent postdocs at LinkedIn and on the faculty at Texas A&M University, respectively. We used torsion angle normal modes to calculate how the system would move. This was done with two different

---

**Figure 14.** The first molecular dynamics simulation of a protein was done in a vacuum. While this simplification greatly speeded the simulation, it omitted a very important part of the system, namely the solvent. Running simulation of proteins in a periodic box of explicit water molecules is much more difficult as the force field used for the protein must match that used for the water. Efficiency is paramount as each energy evaluation is some 10 to 20 times slower. The first simulation of the small protein BPTI in water showed that the protein remained much closer to the known X-ray structure than in a comparable simulation in vacuo. As a result, almost all current simulations use this protocol and include thousands of water molecules. The first glimpse of protein dynamics in vacuum is illustrated in a video in the Supporting Information.

**Figure 15.** Simulation of temperature unfolding: By 1992, computer power had advanced sufficiently to enable simulation of the unfolding of a short α-helix of 13 alanine residues in a large box of water molecules. At room temperature, the α-helix is perfectly stable whereas as the temperature increases it becomes progressively less stable. We also showed that in vacuum the α-helix is very stable. This may be expected but such common-sense tests were essential in the early days of simulation. In the two decades since then computers have become much more powerful and simulations of much larger systems are possible with social computing or special-purpose hardware (see the video in the Supporting Information).

---

**Figure 16.** State dynamics of RNA polymerase II: a long simulation of the molecular dynamics of a large system in water with a Markov state model is shown for the action of the large molecular machine RNA PolII as it moves one base of the template DNA strand over the bridging helix so that it can be recognized by the correct incoming nucleoside triphosphate. Simulations lasting microseconds are easily achieved for a system with almost 500,000 atoms as illustrated in the video in the Supporting Information.
the conformation to change a good deal without increasing arbitrary manner. Key is to find degrees of freedom that allow degrees of freedom, which can perturb the system in a totally arbitrary manner. For this, Dr. Peter Minary, then a postdoc with me and now a faculty member at Oxford, UK, developed a new method called Natural Move Monte Carlo or NM-MC which is an extension of another pioneering study. The idea was to allow a degree of freedom to deform the structure in any way. This deformation could include breaking of bonds, which normally carries with it a huge energy penalty. Minary’s new algorithm called Recursive Stochastic Chain Closure would then correct the broken bond locally while leaving the natural move perturbation in effect.

Together with Adelene Sim my then PhD student and now a postdoc at the Bioinformatics Institute in Singapore, Minary and I showed that carefully chosen “Natural Moves” allow the Monte Carlo method to sample the conformational space of large RNA hairpins very efficiently (Figure 18). This work has many future applications including the prediction of the location of nucleosomes by calculating the DNA deformation energy from first principles, namely the same consistent force field used for much of our work. This approximation to what localizes the nucleosome on DNA ignores the interaction of the DNA with the nucleosome but does as well as predicting nucleosome location with knowledge-based methods. In this study, the bent DNA is relaxed by NM-MC before determining its average deformation energy.

Together with Monique Tirion’s trick in which an artificial energy function is used to ensure that the starting X-ray conformation is indeed a local minimum. This approach, also known a quasi-elastic model, treats the motion is simulated with all 167,000 atoms as well as with 11,062 interaction centers in a coarse-grained representation like that we introduced. The motions of the four lowest-frequency modes are very similar for the two models. The video of these modes in the Supporting Information shows a functionally suggestive relative motion of the heavy (30S) and light (16S) particles that includes jaw closing, rotational grinding, and rocking.

The degrees of freedom we use are special in that every protein or RNA chain moves as a rigid body with a few additional internal degrees of freedom. The choice of these degrees of freedom is arbitrary but we used the simplest possible allowing an additional torsion-angle degree of freedom for every stretch of 50 amino acids or nucleotides along each chain. In spite of this simplicity, the movie showed in its four lowest-frequency mode motion that may help explain the DNA with the nucleosome but does as well as predicting nucleosome location with knowledge-based methods. In this study, the bent DNA is relaxed by NM-MC before determining its average deformation energy.
**Future: Diverse Studies in Computational Biology**

Although my group of four is much smaller than its normal size, this is deliberately intended to help more ational Institutes of Health (NIH) funding go to younger scientists. It also allows me to focus on my diverse interests as I did in those golden years between 1967 and 1977. There are four projects encompassing aspects of computational biology.

Dr. Andrea Scaiewicz is working on a project that is involved with genomics and protein function without concern for the detailed three-dimensional protein structure. She classifies all sequences of a genome by recognizing function motifs and then uses this to compare all known genomes. The method scales well allowing tens of thousands of complete genomes to be compared.

Dr. Ivan Ufimtsev is applying his PhD-derived expertise on density functional theory to a long-standing, very difficult problem, namely, determining the crystal structure of macro-molecules from the scattered X-ray intensities. Obviating the needs for phases normally still generally determined by Perutz’s heavy-atom method would dramatically speed up structure determination especially when used with the super-intense X-ray beams created by free-electron lasers.

Dr. Yana Gofman is developing methods to solve and refine membrane-protein structures by cryo-electron microscopy. She is working independently with co-workers with experimental expertise in a project that will benefit from the new generation of microscopes having higher resolution.

Dr. Nir Kalisman (now at young faculty member at the Hebrew University, Jerusalem) is using chemical cross-linking and mass spectrometric data combined with low-resolution X-ray and cryo-EM structural data to determine the structures of large complexes with less data. He has published studies on eukaryote chaperonin (CCT) as well as on the eukaryote transcript pre-imitation complex (PIC). In both cases his methods were able to fix the incorrect chain assignment of previous studies and gave models that explained the molecular function.

**Applications to Biomedicine**

Moving experimental chemistry into cyberspace should be of clear importance to biomedical science, as it allows one to accelerate the testing of hypotheses. Of course, this is only useful if the calculation is an accurate prediction of what an experiment is likely to show. The required level of accuracy is very problem-dependent. One of the most obvious applications of computational methods to biomedicine is the design of better binding drugs that are more specific for a particular therapeutic target protein. This task is actually very difficult for three independent reasons: a) empirical energy functions do not include all the atom types encountered in drug molecules, b) binding strength depends on the Gibbs energy of interaction of drug and protein compared to the energy of each alone in solution requiring broad conformational sampling, and c) a small change in the Gibbs energy can have a large effect on the binding energy (1 kcal results in a 5-fold change in affinity). New quantum mechanical force fields offer hope of more accurate energies.

Fortunately, some problems need less computational accuracy. Thus, in 1987 I was asked to consult for a startup company, Protein Design Labs (PDL), and help them engineer better antibodies. Specifically, they wanted me to make a three-dimensional model of an arbitrary antibody sequence so that they could visualize which amino acids were most important (Figure 19). The task at hand was to design an antibody drug against a natural receptor involved in cancer. Antibodies could be easily raised in mice inoculated with the particular target molecule but these antibodies were unsuitable as they were deemed foreign by human cells and caused a severe immune reaction. What needed to be done was obvious: take the mouse antibody sequence as a starting point and modify its sequence so that it is not foreign to human cells but still maintains its ability to recognize and destroy the cancer cells. This had been pioneered by the group of Winter, who grafted the parts of the mice antibody recognizing the cancer onto a human antibody framework.

Sadly, the resulting “humanized” antibodies were not as potent as the original mouse antibodies. Cary Queen at PDL used the computer models I built for them, to decide which antibody drug against a natural receptor involved in cancer. Antibodies could be easily raised in mice inoculated with the particular target molecule but these antibodies were unsuitable as they were deemed foreign by human cells and caused a severe immune reaction. What needed to be done was obvious: take the mouse antibody sequence as a starting point and modify its sequence so that it is not foreign to human cells but still maintains its ability to recognize and destroy the cancer cells. This had been pioneered by the group of Winter, who grafted the parts of the mice antibody recognizing the cancer onto a human antibody framework. More than two decades later, this work, when combined with genetic engineering, thorough patenting, marketing prowess, and massive investment in manufacturing, led via a tortuous path to one of the most successful anticancer therapies. More details are given in the text but this goes to show the potential power of computer methods in medicine. The example also shows how long is the road from basic research to practical treatment.

![Figure 19. Computer modeling humanizes antibodies: Antibodies are the body's defense force but they sometimes need help recognizing treats. Work that started out as an academic exercise led to an automatic method for modeling the structure of any antibody sequence. More than two decades later, this work, when combined with genetic engineering, thorough patenting, marketing prowess, and massive investment in manufacturing, led via a tortuous path to one of the most successful anticancer therapies. More details are given in the text but this goes to show the potential power of computer methods in medicine. The example also shows how long is the road from basic research to practical treatment.](image-url)
**Some General Thoughts**

Soon after the good news woke me in California at 2:16 AM on October 9, I mentioned in an interview that had the prize been awarded to four rather than three, the fourth recipient should be the computer industry whose massive research and development efforts led to unimaginable gains in computer time (Figure 20). This growth in power, which has been so important in giving value to the multiscale models pioneered 45 years ago, was fueled by popular demand for computer power and not by scientific needs. The Cray X-MP supercomputer was essential for the first simulation of protein molecular dynamics in water in 1986 (Figure 14), but a decade later, Linus Torvald’s Linux operating system opened up the power of home and office computers for science. This dropped prices as chip development is hugely expensive and needs to be offset by making huge numbers of computers. In some ways, the steady drop in efficiency with successive releases of the Windows operating system forced Intel to make faster and faster hardware, an unexpected bonanza for research computing.

I started the work honored by the Nobel Committee when I was 20 years old having been put in the right place at the right time by John Kendrew. Ten years later the work was essentially done but I have remained an active researcher and mentor who is proud to be a computer programmer. I have also been blessed by a wonderful wife, Rina, who gave me three sons and kept home-life steady during those very rocky early years. This makes me feel the need to try to influence the young by four simple pieces of advice (Figure 21). Clearly advice is cheap and I hope to help more by making sure that young scientists have the same remarkable opportunities afforded to me by my many mentors.

One area of advice concerns the need to move out of your comfort zone and take risks (Figure 22). Taking some risks can lead you to wonderful places that would have been missed otherwise. This is true in science as it is in life. When a meeting I was attending in Sweden was held in Uppsala and not on the Stockholm archipelago, I decided to travel there alone. Advised against hiking as the islands are small and flat, I rented a sea kayak online. As a complete novice, I found a short movie and set out myself on the weekend before midsummer’s day. I was completely alone on the water but the sea was calm and the swans comforting until the wind hit (continued in Figure 23).

---

**Figure 20.** Pushed ahead by technology: It is difficult to imagine how much computers have developed since our first calculations in 1967. Surprisingly, there has been a 10 000-fold improvement in each of four aspects: cost, speed, memory size, physical size. This means that the cost of a particular calculation is 100 000 000 less. The car analogy has been used before but not at this level of detail.

<table>
<thead>
<tr>
<th>YEAR</th>
<th>COST</th>
<th>SPEED</th>
<th>MEMORY</th>
<th>SIZE</th>
</tr>
</thead>
<tbody>
<tr>
<td>1967</td>
<td>$40 10^6</td>
<td>0.1 MHz</td>
<td>1 MB</td>
<td>HALL</td>
</tr>
<tr>
<td>2013</td>
<td>$4 1000</td>
<td>1 GHz</td>
<td>10 GB</td>
<td>LAPTOP</td>
</tr>
<tr>
<td>CHANGE</td>
<td>10 000</td>
<td>10 000</td>
<td>10 000</td>
<td>10 000</td>
</tr>
</tbody>
</table>

If cars were like computers then a new Volvo would cost $3, would have a top speed of 1000 000 km/h, would carry 50 000 adults and would park in a shoebox.

---

**Figure 21.** My advice to the young: Adults tend to give too much advice, so this is given in the expectation that it will be ignored. These four points are rather obvious but they certainly worked for me. Passion is needed for any endeavor. Being persistent means you believe in yourself; if you do not, why should anyone else? By being original, competition is less of a concern. By being kind and good, you make friends and not enemies.
Figure 24. Special thanks to: A) Shneior Lifson, my mentor at the Weizmann Institute. B) John Kendrew, Max Perutz, Bob Diamond, Francis Crick, and Aaron Klug, my mentors in Cambridge. Bob Diamond was my actual PhD supervisor but independence was expected: I never wrote a paper with Diamond but we did write related papers adjacent to one another in the same journal. C) The 2013 Nobel Committee in Chemistry. This may seem obvious as they awarded me a share of the Nobel Prize for 2013. No, I thank them for their courage to recognize the role that computers have played in taking chemistry of complex biological systems from the experimental lab into cyberspace. Given the incredible increase in computer power, there is no doubt that their recognition of a field of increasing importance in biomedical science, will, itself, be recognized as formalizing the establishment of a new field.

Figure 25. With this recognition, the field of computational structural biology and indeed the broader field of computational biology, all those who have worked away in the belief that computers and biology belong together are winners. This photo was taken on Stanford’s American Football field during the Homecoming game with UCLA on October 19, just 10 days after the Chemistry Prize announcement. Hearing 50,000 people screaming “Nobel Prize, Nobel Prize” is an indelible, treasured memory.

Figure 26. Past and present members of my group: Since 1987, I have had the privilege to mentor 14 PhD students and 29 postdoctoral fellows. They are all part of my family and a majority have followed my example and established independent academic careers. In my first 20 years as an independent scientist I worked with collaborators or alone, not trusting myself to direct others.
to mention that some things may be too risky (Figure 23) but what does not kill you may make you stronger.

As this unusual account comes to a close, I need to thank Shneior Lifson (Figure 24A), my earliest mentor at the Weizmann Institute, as well as John Kendrew, Max Perutz, Francis Crick, Bob Diamond, and Aaron Klug (Figure 24B), my mentors in Cambridge. Sadly, only Diamond and Klug are still among us to read these words. As a group, these are my towering heroes of science.[46]

I also thank the 2013 Nobel Committee for Chemistry (Figure 24C) for daring to recognize the role that computers have played in multiscale modeling of the complex chemical systems so important in biology. This work is intrinsically multidisciplinary extending from the math and physics of atomic interactions to chemical reactions in biology to biomedical therapeutics. As a result of being honored with the Nobel prize the entire field of computational biology has become a big winner (Figure 25). Since moving to Stanford in 1987, I have been blessed by an exceptional group of PhD students and postdoctoral fellows (Figure 26) and I thank them all profusely for teaching me so much. My work is supported by the NIH R01 award GM063817.
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